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Abstract. Hedayat and Afsarinejad (1975,1978) introduced the model for repeated measurement 
designs without interactions which was the basis for the next researchers. We present the optimal 
designs for the direct and carry over effect of the model for 2,3, and 4 periods. Moreover, universally 
optimal designs, Φ optimal and balanced designs are also presented based on the conditions of Cheng 
and Wu (1980) and Chalikias and Kounias (2012). 
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1   Introduction 

Repeated Measurements designs (or Cross-over designs or Change-over designs) are experimental designs 
where one of the t treatments is applied to one experimental unit for each of the 2m ≥  different 
periods. 

If n is the number of experimental units, the design is denoted by RMD (t, n, m), where t is the 
number of treatments and m the number of periods. Balaan (1965) is the first who considered the case 
of two periods in the model with treatment-period interaction. Some early papers in the field of design 
optimality from Kiefer and Wolfowitz (1960), Silvey and Titterington (1973) and Wynn (1977), Hedayat 
and Afsarinejad (1975, 1978) studied the case of universally optimal designs and balanced designs. 
Cheng and Wu (1980) examined universally optimal and strongly balanced designs. Carriere, K. C. & 
Huang, R. (2000) considered two period designs for clinical trials Kunert (1983, 1984a, 1984b, 1991), 
Kunert, I. and Stufken. J. (2002), Laska and Meisner (1985), Kushner (1997a, 1997b, 1998), studied 
universally optimal designs. Mathews (1987, 1990), Kershner, and Federer, (1981) and Kushner (1997a) 
examined optimal designs of two treatments and gave optimal designs for 3 and 4 years in the case 
where the model errors are correlated. Finally, Azzalini and Giovagnoli (1987) and Williams and John 
(2007) are some of the researchers who dealt with the case of correlated errors. 

The review papers of Stufken (1996) and Jones and Kenward (2014) as and the book of Diggle and 
Kenword 1994 give useful information and a plethora of reports on the subject. 

2   Definitions-Utility-Model 

In this design we are interested in the estimation of the direct effects, i.e. the effect of every treatment 
in the period which is applied, and the estimation of the carry over effects (or residual effect), i.e. the 
effect of every treatment in the period following the implementation period. Certainly a treatment may 
have an effect two periods later, but we will examine only the case of first order residual effects. The 
Repeated Measurements Designs (RMDs) have several advantages: 
 It takes only experimental n (experimental units) for nxm observations 
 If the variability within each experimental unit is less than the variability between experimental 

units, then RMDs give accurate estimates of some variables. 
 RMDs are used in clinical trials or in the pharmaceutical industry, where the purpose is the 

improvement of chronic diseases and not the cure. 
The disadvantages are: 
 The duration of the experiments is long, so the danger of withdrawals is significant 
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 Over time the conditions change. So the values of some variables must also change. This is 
partially corrected by entering in the model treatment-period interaction. The model without 
interactions, introduced by Hedayat and Afsarinejad (1975, 1978), is: 

 , 1ijk ij j i j ik ijkY eµ τ π δ γ−= + + + + +   (2.1) 

where i refers to the number of the treatment sequence 0,1, ,2 1mi = −…  
j refers to the number of periods, j=1,2,…m 
k refers to the number of the experimental units, k=1,2,…n  
μ is the mean, 

ijτ  is the effect of the i-th treatment applied on the j-th period, 

, 1i jδ −  is the carry-over effect of the i-th treatment applied in the previous period, i.e. the period 
j-1. 

jπ  is the effect of the j- period 

ikγ  is the effect the of the i-th sequence when it is applied on the k-th experimental unit, and 

ijke  is the error. 
In the model independent observations within each experimental unit are considered. If the k 

experimental unit is randomly selected, then the impact of facility kζ  (a random variable) must also be 
considered. The model becomes:  
 , 1ijk ij j i j i k ijkY eµ τ π δ γ ζ−= + + + + + +   (2.2) 

Remarks:  
 Bose, M. and Mukherjee, B (2000) examined the estimation of higher order carry-over effects (of 

course the model was different).  
 If the ikγ  effect is constant, all experimental units used in each sequence will have the same 

effect, called the impact of sequence. Regarding the optimal design, this is not a limitation, 
because it is shown (Kounias and Chalikias 2014) that in both cases the optimal design is the 
same.  

 In order to avoid carry-over effects, an interim period is used, after the end of each of the first m-
1 periods. This is the washout period (wash out or rest period) which renders the carry-over 
effect in the next period negligible.  

When there are two treatments, two periods, and the model has treatment-period interaction, then 
the carry-over effects can’t be estimable. Freeman (1989) suggested the existence of an additional 
observation before the first period. These observations obtained before the first period and at the end of 
each period are called baseline measurements. For more about Baseline measurements see Liang, Y. and 
Carriere, K. C. (2010). 
 In the case of two treatments, Fleis (1989) remarked that when we consider the two sequences 

AA, and AB, then the carry-over effect of A is not necessary the same in both cases.  
 There is no carry-over effect in the first period and this leads some researchers to assume 

arbitrarily the condition 0δ δΑ Β+ =  for carry-over effects (Mathews 1987, 1990, Jones and 
Kenward, 2003, p.119, 121). This is avoided in the cyclic experiments repeated measurements, 
where the first period becomes the last of the cycle (Magda, 1980). Another way is to have a 
pre-period, (Kunert 1983, Sinha 1975), in which the treatment applied is the same as in the last 
period.  

 For review papers see Mathews (1994), Stufken (1996). 

3   Brief History of the Method 

Although these designs are used more in clinical trials, the first known application was in agriculture by 
Lawes and Gilbert (1864) in England. Lawes and Gilbert divided in two sections a field. To the first 
section they applied ammonia in the first year and potash in the next year, while to the other section 
they applied potash in the first year and ammonia in the next year. They noticed that the section where 
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they had applied the potash-ammonia treatment had yielded more than the section where the ammonia-
potash treatment was applied.  

Simpson (1938) used four diets on 24 children. There are 24 permutations and each child took, in four 
successive periods, one of the 4-diets (treatments) permutations. Measurements were made at the end of 
each period. Simpson was the first who mentioned the concept of the carry-over effects. To eliminate it, 
he proposed the implementation of the washout periods. 

Cochran, Autrey and Cannon (1941) used cows as experimental units and compared three diets A, B, 
C, in a three-period experiment. In their design, they used 2 orthogonal 3x3 Latin squares, as given in 
the following Table 1. The design is uniform and balanced, i.e. in each period each treatment appears 
twice and each treatment is applied once to each experimental unit (uniform design). Also each of the 6 
pairs AB, BA, AC, CA, BC, CB appears twice across 6 experimental units (balanced design). 

Table 1. Cochran et al. design 

(3periods, 6 experimental units) 

1 2 3 4 5 6
1
2
3

A B C A C B
B C A C B A
C A B B A C

 

 
Uniform and balanced designs were used extensively by researchers (see section 4). This property is 

used to give the same accuracy in the estimation of the differences of direct effects. However, as we shall 
see, uniform and balanced designs do not always offer the lowest variance for the estimated parameter.  

Cochran et al (1941) were the first who introduced the carry-over effects in the model and showed 
that for the RMDs (t, n = t (t-1), m = t), there exist t-1 Latin squares which correspond to uniform 
and balanced designs.  

Williams (1949) showed that if the number of treatments is even and t = m, balanced designs can 
constructed from one Latin square. When the number of treatments is odd, then at least two Latin must 
be used squares for the construction of balanced designs.  

Williams (1950) found designs for estimating second-order carry-over effects, and he showed how 
balanced designs using the minimum number of experimental units can be constructed. Quenouille (1953) 
produced designs for m = 2, 3, and 4 (for further details see John and Quenouille, second edition, 1977, 
first edition, 1953). A list of balanced designs is given by Patterson and Lucas (1959, 1962), the list is 
contained in the book of Ratkowsky, Evans and Alldredge (1993). 

Table 2. The design of Quenouille for t=2 

Experimental units (4 periods) 

1 2 3 4
1
2
3
4

A B B A
A A B B
B A A B
B B A A

 

 
Patterson and Lucas (1959) gave strongly balanced designs for the estimation, with the same precision, 

of both direct effects and the first-order carry-over effects. In these designs each treatment is followed by 
every other treatment an equal number of times, and the treatment of the last period is the same as the 
treatment of the penultimate period, (see table 3). In the design of Table 3 each treatment is followed 
from all other treatment 2 times. 
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Table 3. The design of Patterson and Lucas 

Experimental units (4 periods) 

1 2 3 4 5 6
1
2
3
4

A B C A C B
B C A C B A
C A B B A C
C A B B A C

 

 
Balaan (1968), in order to study the interaction of the direct effect and the period, proposed designs 

for two periods where the number of experimental units is 2t , i.e. RMD(t, 2t , 2). A Balaan design 
contains all 2t sequences of t treatments, the design for t = 2 is given in Table 4. 

Table 4. The design of Balaan 

Experimental units (2 periods) 

1 2 3 4
1
2

A B A B
A B B A

 

4   Optimal Designs 

A significant change in the direction of research in repeated measurements designs happened when 
Hedayat and Afsarinejad (1975, 1978) applied the theory of optimal design problems of RMD(t, n, m). 

If θ is all or some of the parameters of a linear model with errors following the multidimensional 
normal distribution ( )20,N δ Σ , where Σ is known, then, the generalized least squares estimator θ̂  can 

be find. The covariance matrix of θ̂  is ( ) 2ˆvar θ σ= C  where C is the information matrix (Shah and 
Sinha, 1989). 

Then the design which minimizes ( )ϕ C  for every continuous decreasing function ϕ  is called Φ-
optimal design. 

Some well known optimization criteria are: 
D-optimization, where ( )ϕ C = det C, 
A-optimization when ( )ϕ C = tr C, 
E-optimization, where ( )ϕ C = maximum eigenvalue of C. 
Kiefer (1975) gave the criteria for a universally optimal design d*, ie *( ) ( )d dϕ ϕ≤C C  for all these 

convex functions φ. So d* is optimal according to the three criteria D, A, E. 
The universally optimal designs are usually uniform and balanced in accordance with the following 

definitions (Chalikias and Kounias 2008b, 2017): 
An RMD (t, n, m) is uniform, on the periods when in each period each treatment applies to the same 

number of experimental units. 
An RMD (t, n, m) is uniform on the units when to every experimental unit each treatment is applied 

the same number of periods. 
An RMD (t, n, m) is uniform when it is uniform on the periods and uniform on the experimental 

units. Tables 1 and 2 give uniform designs, while tables 3 and 4 give uniform designs only on the periods. 
A design d with a kxk information matrix dC  and eigenvalues 1 2, ,... κλ λ λ  is Φ-optimal in the class 

of F designs, if it minimizes 
1

( )i
κ

ι

ϕ λ
=
∑  for all continuous decreasing convex functions ( )ϕ λ  in the class 

of F. Φ optimality is a weaker condition than universal optimality. For example MV-optimality is 
covered by universal optimality but not by Φ-optimality (Chalikias and Kounias 2012) 
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Also in many papers appears an extensive use of balanced and strongly balanced (completely balanced) 
designs. An RMD (t, n, m) is called balanced if the number that an arranged pair of treatments 
(different treatments) is applied is the same for all such pairs. In order for a design RMD (t, n, m) to be 
balanced, the condition ( 1) ( 1)t t n mλ ⋅ ⋅ − = ⋅ −  must hold for some value λ. 

 An RMD (t, n, m) is called strongly balanced if the number that an arranged pair of treatments 
(different or same treatments),) is applied is the same for all pairs. The design in table 1 is balanced and 
each pair AB, BA, AC, CA, BC, CB appears 2 times. The designs in tables 2, 3, and 4 are strongly 
balanced. 

Hedayat and Afsarinejad (1978) consider independent errors with constant dispersion and show that 
some balanced designs in the class of uniform designs RMD (t, n = λt, m = t), are universally optimal : 
a) To estimate the direct effects , b) to estimate the carry over effects. They also give examples of 
universally optimal designs RMD (t, t, t) and RMD (t = 2t +1, n = 2t, m = t). 

Cheng and Wu (1980) extend the results of Hedayat and Afsarinejad and show that strongly balanced, 
uniform designs RMD(t, n, m) are universally optimal for estimation of the direct and carry-over effects. 
Chalikias and Kounias (2012) extend the conditions of Cheng and Wu in order to include the case of n 
even and n=2mod4. Moreover they show that these conditions are necessary to construct Φ-optimal 
designs. 

Kunert (1983,1984,1985), Hedayat and Zhao (1990), Stufken (1991), Carriere and Reinsel (1992, 1993), 
Kushner (1997a, 1997b, 1998, 1999), Kunert and Stufken (2002 ), Hedayat and Yang (2003, 2004), deal 
with finding optimal RMD (t, n, m) designs, or construct universally optimal designs from the class of 
uniform designs. 

Almost all researchers of RMD(t, n, m) designs, as mentioned above, are studying universally optimal 
designs using the approximate theory designs and applying the theorem of Kiefer (1975) to uniform 
designs, thus limiting the class of RMD ( t, n, m). For instance, Hedayat and colleagues (1975 , 1978 , 
1990 , 2003 , 2004 ) study the class RMD (t, n, m = t). The universally optimal designs given refer to 
specific values of the parameters t, n, m and when they exist they are applied to a limited class of 
discrete designs and not for all values of t, n, m. 

5   The Case of Two Treatments 

For two periods there are 4 treatment sequences, AA, AB, BA, BB. Generally, for m periods, there exist 
2m  sequences. In order to have a stable and easy way of counting sequences, Kounias and Chalikias 
(2008a) used the binary numbering system, putting 0 for A and 1 for B. Thus we have the matches 

0, 1 2, 3AA BA AB BB↔ ↔ ↔ ↔ for example for a 5 period sequence BABBA corresponds to the 
number 13 because 
 0 1 2 3 41 2 0 2 1 2 1 2 0 2 13BABBA ↔ ⋅ + ⋅ + ⋅ + ⋅ + ⋅ =   

With that enumeration, the numbers 1,2 1 , 0,1, ,2 1m mi i i −− − = −…  where m is the number of 
periods correspond to pairs of dual sequences. 

6   Two Periods 

The 2x2 designs, i.e. RMD (t = 2, n, m = 2), have been studied by many researchers (see Jones and 
Kenward, 2003, chapter 2, which examines the balanced design AB, BA). Kounias and Chalikias (2008) 
show that for the model without interactions of direct effects-period, the optimal designs for estimating 
the direct effects are: 

a) For n=even: On k experimental units the sequences AA, and AB are applied and on (n-2k) / 2 
experimental units the sequences BA, BB, are applied. The dispersion is 
 2ˆ ˆvar( ) 8 / nτ τ σΑ Β− =  

b) For n=odd: On (n-1)/2 experimental units the sequences AA, and AB are applied and on (n+1)/2 
experimental units the sequences BA, BB are applied. The dispersion is 

 2 1ˆ ˆvar( ) 8 / ( )n
n

τ τ σΑ Β− = −  
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If there is interaction in the model, then only the difference 1( ) ( )Aτ τ τ πΑ Β− −  is estimable and it has 
the previous optimal designs with the same dispersion. 

For carry-over effects ,δ δΑ Β , it is shown that only δ δΑ Β−  is estimable in the model without 
interaction, with optimal design: 

c) For n=even: On n/2 experimental units the sequences AA, BB are applied. The dispersion is 
2ˆ ˆvar( ) 8 / nδ δ σΑ Β− =  

d) For n=odd: On (n-1)/2 experimental units the sequence AA is applied and on (n +1)/2 

experimental units the sequence BB is applied. The dispersion is 2 1ˆ ˆvar( ) 8 / ( )n
n

τ τ σΑ Β− = − . 

In the model with interaction, 1( )Aτ π  indicates that only the difference 12( )δ δ τ πΑ Β Α− −  is 
estimable with optimal designs and dispersions as in (c), (d). It is shown that these designs are not 
balanced, except (a) for k = n / 2. Moreover, the optimal designs for direct effects are different from the 
designs for the carry-over effects. Designs, in (a) only for n = 0 mod 4, and (c) only for n even, are given 
by Laska, Meisner and Kushner (1983) and Kunert (1984). Balaan (1965, 1968), Cheng and Wu (1980), 
Laska, Meisner and Kushner (1983) give as optimal for the estimation of both parameters 
( , ( ))τ δ δΑ Α Β− , the strongly balanced design with n/4 experimental units in each of the sequences AA, 
AB, BA, BB, i.e. only for n = 0 mod 4. Furthermore, JF Reed (2004) studied the effects of wash out 
period for the case of two treatments while Candel, MJJM (2012), Lalou 2012 and Bardzokas & Lalou 
(2007,2009) dealt with the application of the design of Balaam in mixed models. 

For every value of n, it is shown that the numbers of experimental units corresponding to the 
sequences AA, AB, BA, BB in the D-optimal design for the estimation of both parameters 
( , ( ))τ δ δΑ Α Β−  are equal or differ one experimental unit. 

7   Three Periods 

In the case of three periods, RMD (2, n, 3), the carry-over effects ,δ δΑ Β  are not estimable, while the 
difference δ δΑ Β−  is estimable.The optimal design, in the model without interaction, for both the 
direct effect (τ τΑ Β− ) and ( δ δΑ Β− ), (Chalikias and Kounias 2017), are: 
α) For n=even: On n/2 experimental units the sequences ΑΒΒ, ΒΑΑ are applied. The variance is 

2 2ˆ ˆˆ ˆvar( ) 3 / (2 ),var( ) 2 /n nτ τ σ δ δ σΑ Β Α Β− = − =  correspondingly. 
β) For n=odd: On (n+1)/2 experimental units the sequence ΑΒΒ is applied and on (n-1)/2 

experimental units the sequence ΒΑΑ is applied. 
The variance is 2 2ˆ ˆˆ ˆvar( ) 3 / (2( 1 / )), var( ) 2 / ( 1 / )n n n nτ τ σ δ δ σΑ Β Α Β− = − − = −  correspondingly. 
Kershner and Federer (1981), dealt with 6 designs with names D2.3.3, D 2.3.4, D2.3.5, D4.3.1, D4.3.2, 

D4.3.3, D6.3.1. From these, D 2.3.4 is optimal, while the other 5 are not optimal. D2.3.4 was given by 
Lucas (1957). Also, the optimal design BAA, ABB, for n even is given by Laska et al. (1983), Laska and 
Meisner (1985), Mathews (1987, 1990), and Kushner (1997a). This design is universally optimal, as 
shown by Cheng and Wu (1980, Corollary 3.3.1). 

Chalikias and Kounias 2012 extended the conditions of Cheng and Wu, in order to present a method 
to construct Φ-optimal designs for the case of p=3 and n=0mod4. Moreover Kounias and Chalikias 2015 
extract the universally optimal designs for the model with interactions. 

8   Four Periods 

For the model without interaction, Quenouille (1953) gives the design ABBA BAAB, AABB, BBAA for 
n = 0 mod 4 with n/4 experimental units in each sequence. This design satisfies the relations of Cheng 
and Wu because 3 12 5 10/ 4, 0,u u n u u= = = =  6 9 / 4u u n= = . This solution was also given by Laska, 
Meisner and Kushner (1983), Mathews (1990), Laska and Meisner (1985). 
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The theorem of Laska and Meisner (1985) gives universally optimal designs when the number n of 
experimental units is even, but not for all cases, as is the case with m = 4 shows. Finally, Chalikias and 
Kounias (2012) construct Φ-optimal designs for the case of m=4 and n=2 mod 4. 

9   Other Topics of Interest 

Other topic of interest is of course the extension of the process for five numbers of periods. Moreover the 
process can be extended for slight different models. Particularly model with two treatments and 
correlated observations, model with two treatments with interaction and of course the extension of these 
for three treatments. 
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